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Project Context

This fully funded Ph.D. position is central to the MusAlc project, an ANR JCJC-funded initia-
tive (2026-2029) that aims to develop steerable and interpretable deep learning models for music
information retrieval (MIR).

Current deep learning models for MIR essentially fall into two categories:

1. Low-Rank Factorization Models: Low-Rank factorisation methods, such as Nonnegative
Matrix Factorization (NMF) [1], produce results that are interpretable and steerable, allowing
experts to understand and guide their outputs [2, 3, 4, 5]. However, they often struggle with
performance and scalability.

2. Deep Learning Models: Deep learning models are nowadays the state-of-the-art methods
in many MIR tasks, such as automatic transcription [6, 7] and source separation [3], but are
often difficult to interpret or control, which limits their use by musicians and musicologists.

The MusAlc project aims to bridge this gap by developing hybrid models [9] that are simultaneously
high-performing, interpretable, and steerable.

This internship represents a crucial first step in the project, focusing on enhancing structured models
with principles from deep learning.

Ph.D. Thesis Objectives

The objective of this thesis is to develop novel deep learning architectures for music analysis and
music information retrieval (MIR) that are interpretable and steerable by design, without sacrificing
performance. The research is structured to build upon standard signal processing and deep learning
principles. The planned trajectory is as follows:

e Year 1: Developing Deep Low-Rank Factorization models. The initial research will focus
on integrating principles from deep learning (notably high-scale learning and increased depth
in models) to enhance the expressivity and scalability of nonnegative low-rank factorization
methods [2, 3, 4, 5, 10]. This involves evaluating deep NMF models [11] and, critically,
developing novel algorithms for deep nonnegative tensor factorizations (deep NTD and
NCP), a key theoretical contribution of the project.


https://ax-le.github.io/projects/musaic/

e Year 2: Transition to Hybrid Architectures. Building on the expertise from Year 1, the
research will shift during the second year towards hybrid models. The first step will involve
adapting existing efficient architectures, such as neural audio codecs [12, 13], for inter-
pretability. You will investigate how injecting structured priors (e.g., nonnegativity, sparsity)
into their latent spaces can lead to musically meaningful and controllable representations.
Structured priors will be motivated by results obtained during Year 1.

e Year 3: Synthesis and By-Design Hybrid Models. The final year will be dedicated to
the core ambition of the project: designing novel hybrid models from the ground up. Lever-
aging insights from the previous phases (and in collaboration with a postdoctoral researcher
focusing on model adaptation) and existing literature [14, 15], you will develop architectures
that natively embed properties of steerability and interpretability, moving beyond retrofitting
constraints to existing models.

Throughout the thesis, the developed models will be applied to and evaluated on core Music Infor-
mation Retrieval (MIR) tasks like Automatic Music Transcription, Source Separation, and Structure
Analysis.

An additional objective, expected to start during Year 2, will be to develop models jointly for and
with music experts (musicians, musicologists, sound engineers, ...). In particular, meetings with
volunteer music experts will be organized in order to propagate knowledge and developments, and
to modify future developments in line with their needs.

Candidate Profile

We are seeking an outstanding and motivated candidate with a strong research potential.
e Required Skills:

— A Master’s degree in Computer Science, Applied Mathematics, Signal Processing, or a
related field;

Programming skills in Python.

— A solid mathematical background, especially in linear algebra and optimization.

Ability to work independently, think critically, and formalize creative ideas. A strong
interest in fundamental research is required.

« Desired Skills (ideal — can be acquired during the Ph.D.):

— Previous experience with deep learning frameworks (e.g., PyTorch);

Previous experience with high-performance computing (e.g., Slurm jobs management);

— Previous experience in audio signal processing or Music Information Retrieval (MIR) is a
major plus;

— A personal interest in music is highly valued.

What We Offer

e A fully funded 3-year Ph.D. position, and fundings for attending conferences, workshops,
and international research stays;

e Integration in a research environment within the BRAIN team at IMT Atlantique;


https://www.imt-atlantique.fr/en/research-innovation/teams/brain

e Supervision by a team of dedicated researchers, with opportunities for collaboration with
leading international experts in both low-rank factorization (Prof. Nicolas Gillis) and deep
learning for music (Prof. Gaél Richard);

» Opportunities to contribute to open-source software and publish research results (notably in
top-tier conferences such as ICASSP, ISMIR, ICML, NeurlPS, ...).

Practical Details

e Duration: 36 months.
o Start Period: Flexible, between September and December 2026.
e Location: IMT Atlantique, Brest, France.

o Salary: To be defined according to institutional and national regulations. The minimum is a
gross salary of 2.300€/month.

e How to Apply: Please send a CV, your most recent academic transcripts, and a cover letter
detailing your interest in the topic (please, do not make a long, generic cover letter; a small
but honest and candid cover letter will be valued).

Contact

For any questions or to submit your application, please contact:

Axel MARMORET

Associate Professor, IMT Atlantique (Lab-STICC)
axel.marmoret@imt-atlantique.fr
https://ax-le.github.io
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